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Abstract: With the growing influence of Artificial Intelligence (AI) in education, this study 
explores the factors shaping the intention of future teachers and educators to integrate AI-based 
tools into their practices, building upon existing research on AI in education. It investigates how 
variables such as intelligent-ethical Technological Pedagogical Content Knowledge (TPACK), AI-
related anxiety, subjective norms, AI for social good, and self-assessed AI competence influence 
this intention. Data were collected from 157 pre-service teachers at the Faculties of Education 
in Jagodina and Belgrade, and multiple regression analysis revealed that 72.9% of the variance 
in intention to use AI was explained by these variables. Intelligent-ethical TPACK (β = 0.501, 
p < 0.001) emerged as the strongest predictor, followed by AI for social good (β = 0.296, p < 0.001) 
and subjective norms (β = 0.195, p < 0.01). The results highlight the importance of enhancing 
teacher education programs to develop intelligent-ethical TPACK and awareness of AI’s role in 
promoting social good.
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INTRODUCTION

In recent years, Artificial Intelligence (AI) has increasingly integrated into education, presenting 
both significant opportunities and challenges for future teachers. As the educational landscape continues 
to evolve, understanding the factors influencing teachers’ intentions to adopt AI tools is crucial (Jain 
et al., 2024; Sanusi et al., 2023). Despite growing interest in AI integration, many reviews in teacher 
education (Bond et al., 2024; Salas-Pilco et al., 2022) highlight concerns regarding ethics and the need 
for contextual, methodological, and ethical considerations in AI research. Pre-service teachers, in par-
ticular, require specific competencies and ethical awareness to integrate AI effectively and responsibly 
into their future classrooms.

This study, grounded in the Technological Pedagogical Content Knowledge (TPACK) framework 
(Mishra & Koehler, 2006) and the Theory of Planned Behavior (TPB) (Ajzen, 1991), addresses a critical 
gap by examining the competencies, attitudes, and ethical factors essential for pre-service teachers’ suc-
cessful integration of AI into their teaching practices. Although recent studies have examined the role 
of AI in education, including the use of the Intelligent-TPACK model (Celik, 2023) and factors such as 
self-efficacy and perceived usefulness (Sun et al., 2024), there is a notable gap in research specifically 
addressing pre-service teachers’ preparedness, ethical considerations, and intentions to integrate AI 
into their future educational practices.

This research contributes to advancing teacher education by exploring the support systems and 
experiences necessary for pre-service teachers to adopt AI responsibly. The study aims to examine the 
factors influencing pre-service teachers’ intention to use AI tools, emphasizing ethical considerations, 
required competencies, and the broader implications of AI integration in education.

LITERATURE REVIEW

The integration of AI-based tools in education is deeply influenced by the TPACK framework, 
which combines the knowledge and skills needed for effectively integrating AI into teaching (Jain & 
Raghuram, 2024; Sun et al., 2024). AI technologies facilitate personalized learning by adjusting to the 
individual needs and learning preferences of students, with systems like AI-driven educational support 
platforms enhancing metacognitive skills and fostering self-regulation (Yang & Xia, 2023). Moreover, 
AI helps personalize learner-instructor interactions, offering real-time support and improving com-
munication in online environments (Seo et al., 2021). However, user acceptance is critical for success-
ful AI integration in teaching, with a growing body of research stressing the importance of teachers’ 
readiness, support, and knowledge (Ayanwale et al., 2022; Jatileni et al., 2023; Sanusi et al., 2023; 2024;). 
AI’s potential in classroom management and the reduction of routine tasks allows educators to engage 
more in interactive teaching (Yang et al., 2020; Zhang & Zhang, 2024), while AI-supported simulations 
enhance teacher professional development (Kusmawan, 2023).

Despite its promise, AI introduces challenges, particularly ethical concerns related to data priva-
cy and its impact on traditional teacher-student dynamics (Adiguzel et al., 2023; Seo et al., 2021). To 
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maximize AI’s benefits while addressing these issues, it is essential to promote ethical AI usage, foun-
dational knowledge, and positive experiences that build teachers’ confidence in AI adoption (Chai et 
al., 2020; Zhang et al., 2023). The TPACK framework, which builds upon Shulman’s (1986) Pedagogical 
Content Knowledge (PCK), is vital for understanding how teachers can effectively integrate technology 
with pedagogy and content knowledge. TPACK focuses on the interactions between these three areas, 
providing a foundation for AI adoption (Figure 1). Recent research demonstrates that TPACK is widely 
applied in various educational settings, particularly in language education and online teaching (Mishra 
& Koehler, 2006; Tseng et al., 2020; Moreno et al., 2019). This growing body of literature emphasizes 
the need to equip educators with the technological, pedagogical, and content expertise required for 
effective AI integration in teaching.

Figure 1 TPACK framework (Mishra and Koehler, 2006)
Note. http://tpack.org Reproduced by permission of the publisher, © 2012 by tpack.org

Intelligent-TPACK, or the integration of AI with TPACK, represents a significant evolution 
in educational frameworks. This approach aims to enhance learning and teaching by leveraging AI 
technologies within the TPACK framework, which traditionally combines technology, pedagogy, and 
content knowledge. Celik (2023) incorporated an ethical aspect into TPACK, creating the Intelligent-
TPACK Scale to evaluate teachers’ skills and knowledge required for ethical and pedagogical applica-
tion of AI in education. The Intelligent-TPACK framework extends the traditional TPACK model by 
incorporating AI-specific elements. 
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Figure 2 Intelligent-TPACK (Celik, 2023)
Note. Reprinted from “Towards Intelligent-TPACK: An empirical study on teachers’ professional 

knowledge to ethically integrate artificial intelligence (AI)-based tools into education”, by Celik, I., 2023. 
Computers in Human Behavior, 138, p. 8. Copyright 2023 by Elsevier. 

In our study we used Intelligent-TPACK and ethics items from Celik’s (2023) scale and named it 
Intelligent-Ethical TPACK (IETPACK) (Figure 2). IETPACK was used to evaluate teachers’ self-efficacy 
to select and ethically apply appropriate AI technologies based on their expertise. Studies highlight 
the need for teachers to develop professional ethical knowledge to ensure the correct and ethical use 
of digital resources in classrooms, especially in a post-pandemic context (Asamoah, 2019; Gómez-
Trigueros, 2023). 

This study is grounded in the TPACK framework and TPB (Ajzen, 1991) to examine factors in-
fluencing pre-service teachers’ intention to use AI tools in future teaching practices. According to the 
TPB, an individual’s intention to perform a behavior is shaped by their attitude toward the behavior, 
the influence of subjective norms, and their perceived ability to control the behavior (confidence in 
their ability to perform the behavior). The TPB framework explains how subjective norms (SN), repre-
senting perceived social pressure, and competencies (COMP), reflecting confidence in using AI tools, 
shape behavioral intention (BI). Behavioral Intention (BI) is described as an indicator of the degree of 
one’s commitment to carrying out a particular behavior (to use AI tools in future teaching). Anxiety 
about AI is also considered as a factor potentially reducing perceived behavioral control, an essential 
component of TPB.

Subjective Norm (SN) refers to the influence of important others on the user’s intention to use 
AI. In different educational contexts in Serbia, subjective norms or social influence have been found 

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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to significantly positively affect the intention to use technology by influencing perceived ease of use 
and usefulness (Milutinović, 2022; Milutinović, 2024; Milutinović & Mandić, 2022), as well as attitudes 
(Milutinović, 2016). Subjective norms significantly impact teachers’ behavioral intentions to adopt AI-
assisted teaching systems. Teachers are more likely to embrace AI if they perceive that important others 
(e.g., colleagues, administrators) expect them to do so (Zhang and Hou, 2024). Similarly, subjective 
norms are a crucial factor influencing teacher education students’ willingness to adopt AI technologies, 
alongside perceived usefulness and AI literacy (Ma and Lei, 2024). 

Artificial Intelligence for Social Good (SG) refers to the belief in AI’s potential to contribute 
to society. AI for SG explores AI technologies to address complex social issues, emphasizing inter-
disciplinary partnerships with community organizations (Lin et al, 2024). It aims to ensure ethical 
development and effective deployment of AI solutions that meet the needs of these organizations. For 
instance, AI is used for medical purposes to monitor the status of chronic kidney disease (Djordjevic 
et al., 2023; Mladenović et al., 2024). AI in education can promote social good by enhancing teaching 
methodologies, student assessment, and administrative tasks, offering customized learning experiences 
and data-driven insights (Leddy and Creanor, 2024). 

Anxiety due to Artificial Intelligence (ANX) refers to feelings of discomfort or concern regard-
ing the use of AI. AI anxiety is based on confusion and misunderstanding on what AI is and can be, 
leading to fear and trepidation (Johnson and Verdicchio, 2017). Gerlich (2024) identifies significant 
public anxieties about AI, particularly regarding data privacy, job security, and ethical governance. 
These concerns are influenced by demographics such as age, education, and occupation, emphasizing 
the importance of transparent AI governance to build trust. 

Competencies (COMP) refers to self-assessment of skills and knowledge in using AI tools. 
COMP encompass knowledge, skills, and core abilities related to AI, including self-assessment of one’s 
proficiency in using AI tools (Sengsri and Khunratchasana, 2024). This framework aids individuals in 
understanding their capabilities and areas for improvement in AI applications.

By examining the impact of IETPACK, SN, SG, ANX, and COMP on BI, this study study fills 
important gaps in the existing literature. It offers a multidimensional perspective on pre-service teach-
ers’ preparedness, ethical decision-making, and readiness to adopt AI tools, contributing to a deeper 
understanding of the factors shaping the adoption of AI in education.

METHOD

This study aims to examine the factors influencing the intention of future teachers to adopt AI 
tools in their teaching practice, building upon existing research on the integration of AI in education. 
The study focuses on understanding how variables such as Artificial Intelligence for Social Good 
(SG), Intelligent-Ethical TPACK (IETPACK), Subjective Norm (SN), Anxiety about AI (ANX), and 
Competencies (COMP) shape future educators’ Behavioral Intention (BI) to use AI tools. This mul-
tidimensional approach considers cognitive, emotional, and social factors that drive AI adoption in 
education. 
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The objectives of this research are to:
1. Examine the attitudes of future teachers towards the use of AI tools in educational practice.
2.  Investigate the factors (IETPACK, SG, SN, ANX, COMP) influencing the intention (BI) of 

future teachers to utilize some of the AI tools with their future students.

Participants and Procedure

The data was collected through online surveys of students from the Faculty of Education in 
Jagodina and the Faculty of Education in Belgrade during the academic year 2023/24.

The sample consisted of 157 pre-service teachers, preschool educators, and boarding school 
teachers, of which 47 were from the Faculty of Education in Belgrade. The mean age of the respond-
ents was 24.2 (SD 7.38) years, and 144 (91.7%) were female. On average, participants completed the 
questionnaire in approximately 10 minutes.

Table 1 The sample of the research
Study Program f %
BA Teacher 70 44.6
BA Preschool teacher 37 23.6
BA Boarding school teacher 2 1.3
MA Teacher 17 10.8
MA Preschool teacher 26 16.6
MA Boarding school teacher 5 3.2
Total 157 100.0

Note. BA - Bachelor’s academic studies, MA - Master’s academic studies

Table 1 presents the distribution of participants by study program. The sample consists of 157 pre-service 
teachers enrolled in various academic programs. The largest group, comprising 44.6% of the sample, are 
students pursuing a Bachelor’s degree in Teaching (BA Teacher), followed by 23.6% enrolled in a Bachelor’s 
program for Preschool Teaching (BA Preschool Teacher). A smaller proportion of students are pursuing 
a Bachelor’s degree for Boarding School Teaching (BA Boarding School Teacher). At the graduate level, 
30.6% are enrolled in a Master’s program for Teaching (MA Teacher), Preschool Teaching (MA Preschool 
Teacher), and Boarding School Teaching (MA Boarding School Teacher). This diverse sample ensures a 
broad representation of future educators across different specialization areas.

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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INSTRUMENT AND DATA ANALYSIS

This study employed a structured research survey to examine the connections between key factors 
affecting future teachers’ adoption of AI tools. The survey comprised two primary sections. The initial 
section gathered data on participants’ demographic characteristics, including age, gender, and educational 
background, as well as participants’ attitudes towards AI. The second section measured participants’ 
self-perceptions across five constructs: Artificial Intelligence for Social Good (SG), Intelligent-Ethical 
TPACK (IETPACK), Subjective Norm (SN), Anxiety about AI (ANX), and Competencies (COMP). Each 
construct was assessed using validated subscales with items rated on a six-point Likert scale, ranging 
from 1 (strongly disagree) to 6 (strongly agree). The measurement items were adapted from established 
instruments (see Appendix) with demonstrated reliability (Celik, I., 2023; Chai, C. S., Wang, X., & Xu, 
C., 2020). The translation and contextual adaptation of the scales were performed by the author in 
collaboration with a bilingual expert to ensure both linguistic and cultural relevance.

Data analysis was carried out using SPSS 27.0, employing descriptive statistics, correlation analysis, 
and multiple regression to examine the predictive relationships among the variables and their impact 
on BI to use AI tools in teaching practice.

RESULTS

The results of all preliminary assessments showed good questionnaire reliability. Data normality 
has been confirmed, multicollinearity has not been violated, and there are no atypical data points.

The attitudes of pre-service teachers on using AI in general, and in education

As shown in Figure 3, the most commonly used device for applying AI tools is mobile device 
(58%), followed by laptop (37%). This distribution highlights the accessibility and convenience of 
mobile devices, which may be attributed to their portability, ease of use, and widespread ownership 
among students and educators.
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Figure 3 Devices most commonly used by participants for applying AI tools

When asked about the predominant AI technologies used so far, 88% of participants reported using 
chatbots, demonstrating their familiarity with conversational agents for various tasks. Additionally, 
63% indicated using AI assistants, reflecting the increasing popularity of voice-activated and automated 
support systems in both personal and educational contexts. Furthermore, 54% utilized AI-driven foreign 
language learning tools, showcasing the integration of adaptive technology into skill acquisition and 
education. Interestingly, 52% of respondents remained neutral regarding their overall AI usage, neither 
expressing strong satisfaction nor dissatisfaction with their experiences (Figures 4 and 5).

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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Figure 4 The AI tools that participants have predominantly used so far

Figure 5 Participants’ satisfaction with the experience of using AI (Mean M = 3.31, SD = 1.09) 
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Figure 6 The strengths of using AI in general, and in education

Figure 7 The challenges of using AI in general, and in education

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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The most common strengths (Figure 6) of AI that participants highlighted are ease of use and 
access to information (90%), speed of obtaining information (83.33%) and accessibility and availability 
of information (80%). Interestingly, the majority of participants did not see any challenges (Figure 7) 
of using AI (90%), followed by unreliability of information (67.5%).

Descriptive statistics

Table 2 presents the descriptive statistics for the variables, calculated using SPSS. The mean values 
for these variables range from 2.61 (ANX) to 3.24 (BI) on a six-point Likert scale, indicating varying 
but mostly moderate levels of participant agreement with the corresponding constructs. The standard 
deviation values, spanning from 0.90 to 1.04, suggest moderate variability within responses across all 
variables.

Table 2 Descriptive statistics results
Variable Mean Standard deviation Skewness Kurtosis α
BI 3.24 1.04 0.01 -0.61 0.97
SG 3.2 0.98 0.18 -0.67 0.9
SN 2.94 0.99 0.2 -0.37 0.91
ANX 2.61 0.91 0.32 0.04 0.75
IETPACK 2.93 0.99 0.2 -0.47 0.97
COMP 3.17 0.9 0.05 -0.63 0.85

Note. SG - Artificial Intelligence for Social Good; IETPACK - Intelligent-Ethical TPACK; SN - Subjective Norm; 
ANX - Anxiety due to Artificial Intelligence; COMP - Competencies; BI - Behavioral Intention

To ensure the trustworthiness of the applicable measurement scale, a Cronbach Alpha (α) value of 
0.70 or above is required (De Vellis 2003). High reliability was observed for BI (α = 0.97) and IETPACK 
(α = 0.97), followed by SG (α = 0.90) and SN (α = 0.91). COMP (α = 0.85) also demonstrated strong 
reliability, while ANX (α = 0.75) exhibited acceptable reliability. These results indicate that the scales 
used for measuring these constructs are reliable and appropriate for further statistical analyses.
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Influential Factors for Pre-Service Teachers’ Intentions  
to Integrate AI Tools in Education

Table 3 Correlation
 ANX SG BI IETPACK COMP SN
ANX 1      
SG 0.064 1     
BI -0.16 0.666** 1    
IETPACK 0.005 0.502** 0.784** 1   
COMP 0.002 0.362** 0.505** 0.541** 1  
SN 0.079 0.574** 0.684** 0.619** 0.522** 1

Note. SG - Artificial Intelligence for Social Good; IETPACK - Intelligent-Ethical TPACK; SN - Subjective Norm; 
ANX - Anxiety due to Artificial Intelligence; COMP - Competencies; BI - Behavioral Intention, ** p < 0,001.

Table 3 presents the correlation coefficients among the study variables, revealing significant 
relationships influencing the behavioral intention to adopt AI tools. 

A strong positive correlation exists between Artificial Intelligence for Social Good (SG) and BI 
(r = 0.666, p < 0.001), as well as between IETPACK and BI (r = 0.784, p < 0.001), emphasizing the im-
portance of ethical knowledge and social good perceptions in driving AI adoption. SN also positively 
correlates with BI (r = 0.684, p < 0.001), reflecting the role of social influence. COMP show moderate 
positive correlations with both BI and IETPACK, indicating that perceived competence supports stronger 
ethical understanding and intention to use AI tools.

In contrast, ANX does not exhibit significant correlations with BI or other variables, suggesting 
minimal impact on participants’ AI adoption intentions. These results highlight that factors such as 
ethical knowledge, social norms, and perceived competencies are key predictors of behavioral intention, 
while anxiety plays a limited role.

Table 4 Exploratory factor analysis (EFA) results
 1 2 3 4 5 6
COMP1     .789  
COMP2     .819  
COMP3     .771  
IETPACK1 .769
IETPACK2 .760
IETPACK3 .778
IETPACK4 .830
IETPACK5 .823
IETPACK6 .881
IETPACK7 .848

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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 1 2 3 4 5 6
IETPACK8 .853
IETPACK9 .833
IETPACK10 .793
SN1 .770
SN2 .803
SN3 .674
SG1  .815    
SG2  .867    
SG3  .787    
SG4  .663    
SG5  .684    
ANX1    .821
ANX2    .876
ANX3    .745
BI1 .662
BI2 .605
BI3 .708
BI4 .658
BI5 .658
BI6 .727

Note. Extraction Method: Maximum Likelihood.  
Rotation Method: Varimax with Kaiser Normalization.

An exploratory factor analysis was conducted on the 27 items to examine the underlying struc-
ture of the scale used to measure variables potentially influencing students’ intentions. This analysis 
employed Maximum Likelihood and Varimax rotation with Kaiser normalization. According to Hair Jr. 
et al. (2010), a factor loading of ± 0.50 was considered to have practical significance for interpretation. 
Table 4 illustrates that the factor structure was validated, with all items exhibiting adequate loadings.
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Table 5 Multiple regression results

Unstandardized Coefficients Standardized 
Coefficients t Sig.

B Std. Error Beta
(Constant) .154 .220  .700 .485
COMP .029 .060 .025 .490 .625
SN .206 .063 .195 3.265 .001
ANX -.061 .048 -.053 -1.271 .206
SG .316 .056 .296 5.663 .000
IETPACK .527 .061 .501 8.709 .000

Note. SG - Artificial Intelligence for Social Good; IETPACK - Intelligent-Ethical TPACK;  
SN - Subjective Norm; ANX - Anxiety due to Artificial Intelligence;  
COMP - Competencies; BI - Behavioral Intention.

Table 5 displays the results of multiple regression analysis predicting BI to use AI tools. Among 
the predictors, IETPACK demonstrates the strongest positive influence (β = 0.501, p < 0.001), fol-
lowed by SG (β = 0.296, p < 0.001), and SN (β = 0.195, p = 0.001). These findings indicate that ethical 
competencies, social benefits, and social influence significantly contribute to BI. In contrast, COMP 
and ANX do not have significant predictive power, as their p-values exceed the 0.05 threshold. The 
model highlights the importance of ethical knowledge and societal relevance in driving AI adoption 
intentions among future educators.

DISCUSSION

The findings highlight that although respondents generally acknowledge the benefits of AI in 
education (see Figure 6), their intention to integrate AI tools into future teaching practices remains 
moderate (see Table 2, BI Mean = 3.24, SD = 1.04). This suggests a potential gap between the perceived 
advantages and actual implementation intentions. Such a discrepancy may reflect various barriers or 
reservations that merit further exploration. Several factors may contribute to this discrepancy, includ-
ing insufficient training, technological apprehension, institutional barriers, inadequate technological 
infrastructure, ethical and security concerns, and cultural and linguistic differences. Inadequate tech-
nological infrastructure, such as unreliable access to high-speed internet and insufficient technical 
expertise, hampers the operationalization of AI tools within educational settings (Canonigo, 2024). 
Strategic challenges, including a lack of awareness, training, and institutional support, further hinder the 
adoption of AI in education (Borges et al., 2021). Ethical concerns, such as data privacy, security, and 
potential biases in AI algorithms, also play a significant role in limiting AI integration (Dahlin, 2021). 
Addressing these multifaceted challenges is essential to bridge the gap between the recognition of AI’s 
benefits and its actual implementation in educational practices.The multiple regression analysis provides 
a robust model explaining 72.9% of the variance in respondents’ intentions to use AI tools. This high 
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percentage indicates a well-fitted model, reinforcing the relevance of the identified predictors. Among 
these, IETPACK emerges as the most influential factor (β = 0.501, p < 0.001). These results align with 
prior research highlighting the importance of technological, pedagogical, and ethical competencies 
in fostering AI adoption in education. Educators must be proficient in using AI technologies such as 
adaptive learning systems and intelligent tutoring systems, which personalize learning experiences based 
on individual student data (Wangdi, 2024; Arya & Verma, 2024). The Intelligent-TPACK framework 
highlights the importance of understanding the interplay between AI technologies and pedagogical 
strategies, further enhancing teaching effectiveness (Ning et al., 2024).

The positive influence of the SG construct (β = 0.296, p < 0.001) further emphasizes the impor-
tance of framing AI within a socially beneficial context. This finding aligns with Chai et al. (2020), who 
also found that students perceive learning AI for social good as a powerful predictor of their behavioral 
intention. Teachers who recognize AI’s potential to address societal challenges and promote equitable 
outcomes may feel more motivated to incorporate it into their instructional practices. This aligns with 
the fact that AI systems adapt content to individual student needs, allowing for tailored learning experi-
ences that cater to diverse abilities (Bezzina & Dingli, 2024; Mishra, 2024). For instance, the Education 
AI project reported a 23% improvement in assessments for low-performing students, showcasing the 
effectiveness of personalized learning (Bezzina & Dingli, 2024). These findings align with Sutrisman 
et al. (2024), who demonstrated that AI enhances students’ understanding and engagement, although 
concerns remain regarding overreliance and access disparities. 

Our findings indicate a positive relationship between subjective norms (SN) and behavioral inten-
tion (BI), with a standardized coefficient (β) of 0.195 (p < 0.05), underscoring the impact of social and 
peer expectations on pre-service teachers’ intentions to integrate AI tools into their teaching practices.  

This aligns with research by Ivanov et al. (2024), who found that subjective norms positively in-
fluence higher education students’ intentions to use AI tools, subsequently enhancing their adoption. 
Similarly, research reported that pre-service teachers’ attitudes and behaviors toward AI are strongly 
positively shaped by subjective norms (Sanusi et al., 2024; Zhang et al., 2023). Talukdar (2023) also 
found that high school students’ perceptions of social norms significantly impact their motivation to 
study artificial intelligence, with support and approval from teachers and peers playing a significant role.  

However, Jaffar et al. (2024) observed that subjective norms negatively influenced Pakistani 
university teachers’ adoption of ChatGPT for instructional purposes. They suggested that this negative 
influence might stem from institutional restrictions and concerns about academic integrity. On the other 
hand, this discrepancy may be attributed to differences in educational contexts, technological familiarity, 
or the specific AI tools examined. Notably, the participants in our study were pre-service preschool 
and school teachers, whose views and intentions may evolve once they transition to in-service roles.  

These contrasting findings may also be influenced by cultural differences, as the studies by Jaffar 
et al. (2024) and those involving pre-service teachers and students were conducted in diverse cultural 
settings. Additionally, variations in participants’ professional status—university teachers versus pre-ser-
vice teachers and students—and the specific AI tools examined could affect how subjective norms 



22

impact behavioral intentions. Moreover, contextual factors such as institutional policies, technological 
infrastructure, and societal attitudes toward AI may play significant roles in shaping these relationships.

Other factors, ANX and COMP, did not show statistically significant influence on the intention; 
however, they contributed to the explained variance, which aligns with the findings of Christian et al. 
(2024). Participants in this study predominantly expressed neutral or disagreeing stances towards fears 
associated with AI learning.

IMPLICATIONS FOR EDUCATIONAL POLICY AND PRACTICE

Findings from this study provide educational leaders with key insights into factors that enhance 
AI adoption among future teachers, emphasizing the need for targeted interventions in teacher training 
programs. 

The results indicate that education of future teachers and preschool teachers should primarily 
focus on improving Intelligent-Ethical TPACK, perception of AI for social good, and subjective norms. 
Educators should incorporate AI-based adaptive learning systems and intelligent tutoring tools into 
curricula to enhance student engagement and personalized learning (Arya & Verma, 2024; Mutawa & 
Sruthi, 2024). Continuous training is necessary for teachers to leverage AI technologies effectively and 
adapt their teaching strategies accordingly (Wangdi, 2024; Mubofu & Kitali, 2024). 

In contemporary education, teachers are encouraged to adopt AI as a resource that enhances their 
professional expertise and improves their capacity to address the diverse needs of students by utilizing 
modern media, making teaching dynamic, engaging, and well-organized to ensure better knowledge 
quality and retention (Mandić, 2023). Artificial intelligence proves to be a powerful tool for fostering 
students’ critical thinking while providing teachers with more opportunities for focused educational 
work, evaluation, and motivating students toward continuous improvement (Mandić et al., 2024).

Simultaneously, the successful integration of AI requires thoughtful planning and implementation 
of strategies that emphasize student well-being, equity, and sound pedagogical practices (Mandić et al., 
2024; Milutinović & Mandić, 2022).

To implement education supported by AI tools, conditions should be created to enhance these 
significant factors during the initial education of teachers and preschool teachers, and later through 
providing professional development seminars. Establishing guidelines for responsible AI use is vital 
to address issues like algorithmic bias and data privacy (Bibi, 2024; Mubofu & Kitali, 2024). One con-
crete approach is to implement ethics-focused AI training for teachers, equipping them with skills to 
recognize and mitigate biases in AI-driven tools. Additionally, policy frameworks for AI governance 
should be designed to ensure transparency, accountability, and ethical decision-making in AI applica-
tions within education.

Verica R. Milutinović, Suzana M. Đorđević, Ivana R. Obradović, Factors shaping the adoption of artificial...
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LIMITATION OF THE STUDY AND FUTURE RESEARCH

The questionnaire proved to be a quick and efficient tool for collecting data and measuring the 
acceptance of using AI tools. On the other hand, the data were collected through self-reports, which may 
lead to “inflating” the values of true relationships between variables. Additionally, the use of a sample 
comprising students - future teachers and preschool teachers rather than employed teachers limits the 
extent to which the findings of this study can be generalized to practicing professionals. The lack of 
experience in the practice of respondents and the stresses involved in integrating AI tools into the real 
educational process may result in an inadequate representation of the true situation. Furthermore, more 
than 35% of the variance in the intention to use AI remained unexplained. Future studies should examine 
additional relevant variables and include interviews with practicing teachers and preschool teachers to 
gain deeper insights into the specific challenges encountered in educational practice. Interviews can 
reveal nuanced obstacles and provide a comprehensive understanding of the factors influencing the 
acceptance and integration of artificial intelligence tools in teaching. Expanding the sample to include 
in-service teachers across diverse educational settings and exploring institutional and technological 
factors will further enhance understanding. Longitudinal studies can also provide valuable insights into 
the long-term effects of interventions aimed at enhancing Intelligent-Ethical TPACK and supporting the 
integration of AI in educational practices. Longitudinal studies should examine how teachers’ attitudes 
and competencies evolve over time with continuous AI exposure and training.

CONCLUSION

This study aimed to explore the factors influencing the intention of future pre-service teachers, 
boarding school teachers and preschool teachers to integrate AI-based tools into their teaching practices. 
The findings highlight the pivotal role of Intelligent-Ethical TPACK, AI for social good, and subjective 
norms in shaping this intention.

Emphasis on the development of Intelligent-Ethical TPACK is crucial for the successful accept-
ance and integration of AI tools in educational environments. By equipping future educators with a 
comprehensive understanding of how to use AI in conjunction with pedagogical strategies and ethical 
principles, Intelligent-Ethical TPACK ensures that AI integration is both effective and responsible. This 
development fosters confidence among educators, enabling them to navigate the complexities of AI 
technology while leveraging its potential to enhance learning outcomes and personalize educational 
experiences.

Educational institutions should promote AI as a means for social good, which can increase the 
removal of barriers to acceptance of these tools in educational contexts. Framing AI as a technology 
that supports equitable learning opportunities, addresses societal challenges, and improves overall 
educational systems can inspire future educators to adopt it. Institutions can accomplish this by embed-
ding examples of AI for social good into their curricula, showcasing how it contributes to inclusivity, 
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accessibility, and innovation in education. Highlighting real-world applications where AI has made a 
positive impact can further motivate educators to integrate these tools into their practices.

Developing subjective norms regarding the use of AI can positively influence the intention to 
create and use these tools in the future. When educators perceive a supportive and encouraging profes-
sional environment that values the adoption of AI technologies, they are more likely to feel empowered 
to explore and implement these tools in their teaching. Establishing communities of practice, where 
educators share experiences, success stories, and strategies for AI integration, can strengthen these 
norms. Additionally, institutional recognition and incentives for educators who effectively utilize AI 
tools can further enhance the perception that AI use is a valued and expected part of modern teaching.

Although some factors such as anxiety and self-assessment of competencies were not statistically 
significant, their impact on variance remains important for studying and understanding the application 
of AI in an educational context. Addressing anxiety about AI requires targeted interventions, such as 
professional development programs and hands-on training sessions, to reduce fears and build confidence. 
Similarly, fostering a growth mindset around self-assessed competencies can encourage educators to 
view AI as a learnable and manageable tool rather than a daunting challenge. Recognizing the nuanced 
influence of these factors can help researchers and practitioners design more comprehensive support 
systems that ensure educators feel both capable and motivated to embrace AI in their classrooms.
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APPENDIX 

LIST OF SCALES AND CORRESPONDING ITEMS USED IN THIS STUDY

AI for Social Good (SG) (Chai, C. S., Wang, X. & Xu, C., 2020)
SG1 AI can be used to help disadvantaged people.
SG2 AI can significantly aid in treatment.
SG3 AI can promote human well-being.
SG4 The use of AI should aim to achieve common good.
SG5 I wish to use my AI knowledge to serve others.
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Intelligent-Ethical TPACK (IETPACK) (Celik, I., 2023)
IETPACK1 I know how to use different AI-based tools for adaptive feedback in education.
IETPACK2 I know how to use different AI-based tools for personalized learning in education.
IETPACK3 I know how to use different AI-based tools for real-time feedback in education.
IETPACK4 I can teach a subject using AI-based tools with diverse teaching strategies.
IETPACK5 I can teach lessons that appropriately combine my teaching content, AI-based tools, and 
teaching strategies.
IETPACK6 I can take a leadership role among my colleagues in the integration of AI-based tools into 
our teaching field.
IETPACK7 I can select various AI-based tools to monitor students’ learning in my teaching process.
IETPACK8 I can assess to what extent AI-based tools consider individual differences (e.g., race and 
gender) of all students in my teaching.
IETPACK9 I can evaluate to what extent AI-based tools behave fair to all students in my teaching.
IETPACK10 I can understand the justification of any decision made by an AI-based tool.

Subjective Norm (SN) (Chai, C. S., Wang, X. & Xu, C., 2020)
SN1 Most people I know believe that artificial intelligence should be used.
SN2 My colleagues from the studies believe that it is necessary to use artificial intelligence.
SN3 The people who are important to me believe that I should use artificial intelligence.

Anxiety due to Artificial Intelligence (ANX) (Chai, C. S., Wang, X. & Xu, C., 2020)
ANX1 When I think about AI, I cannot answer many questions about my future.
ANX2 When I consider the capabilities of AI, I think about how difficult my future will be. 
ANX3 I have an uneasy, upset feeling when I think about AI. 

Behavioral Intention (BI) (Chai, C. S., Wang, X. & Xu, C., 2020)
BI1 I intend to use artificial intelligence in my future educational work.
BI2 I intend to follow the latest applications of artificial intelligence in education.
BI3 I will probably use artificial intelligence in my future educational work.
BI4 I intend to spend time learning about the application of artificial intelligence in education in the 
future.
BI5 I intend to pay attention to new applications of artificial intelligence in education in the future.
BI6 I will use some form of artificial intelligence in my future work.

Competencies (COMP) measured from 1 – very low to 5 – very high 
COMP1 Rate your level of competence in using computers for artificial intelligence.
COMP2 Rate your level of competence in using artificial intelligence in general.
COMP3 Rate your level of competence in using artificial intelligence in education.
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FAKTORI KOJI UTIČU NA PRIHVATANJE  
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